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Abstract. Genetic algorithms (GA) are randomized search and opti-
mization techniques which have proven to be robust and effective in
large scale problems. In this work, we propose a new GA approach for
solving the automatic clustering problem, ACGA - Automatic Cluster-
ing Genetic Algorithm. It is capable of finding the optimal number of
clusters in a dataset, and correctly assign each data point to a cluster
without any prior knowledge about the data. An encoding scheme which
had not yet been tested with GA is adopted and new genetic operators
are developed. The algorithm can use any cluster validity function as
fitness function. Experimental validation shows that this new approach
outperforms the classical clustering methods K-means and FCM. The
method provides good results, and requires a small number of iterations
to converge.
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1 Introduction

Clustering is the problem of classifying an unlabeled dataset into groups of sim-
ilar objects. Each group, called a cluster, consists of objects that are similar
between themselves, according to a certain measure, and dissimilar to objects
of other groups, with respect to the same measure. Clustering has had an im-
portant role in areas such as computer vision [1], data mining and document
categorization [2], and bioinformatics [3].

The major difficulty in the clustering problem is the fact that it is an un-
supervised task, i.e., in most cases the structural characteristics of the problem
are unknown. In particular, the spatial distribution of data in terms of number,
volumes, and shapes of clusters is not known.

A classical clustering method is K-means [4], in which the data is divided
into a set of K clusters. This division depends on the initial clustering, and is
computed by minimizing the squared error between the centroid of a cluster and



its elements. One variant of K-means is the Fuzzy C-Means (FCM), in which
the elements of the dataset may belong to more than one cluster with different
membership degrees [5]. FCM proceeds by updating the cluster centroids and
the membership degrees until a convergence condition is attained. Both methods
have proven to perform well in many situations. However, they can easily get
stuck in local minima, depending on the initial clustering. Moreover, for problems
where the number of clusters is unknown a priori, it is necessary to perform the
clustering for different values of K and choose the best solution according to a
certain evaluation function. This becomes impractical and tedious in the presence
of a large number of clusters.

These issues (local minima and unknown number of clusters) can be tack-
led using GA [6], which have proven to be effective in search and optimization
problems [7]. GA are high level search heuristics that mimic the process of nat-
ural evolution, based on the principle of survival of the fittest, by using selec-
tion, crossover and mutation mechanisms. Solutions (individuals) are encoded
as strings, called chromosomes, and, at each iteration, the fitness of solutions in
the population is computed for determining the evolutionary process.

In [8] a GA was proposed to find the optimal partition of a dataset, given the
number of clusters. More recently, methods based on GA have been proposed
to solve the automatic clustering problem, i.e., when no information about the
dataset is known [9-13].

We propose a new GA approach for solving the automatic clustering prob-
lem, ACGA - Automatic Clustering Genetic Algorithm - which uses a solution
encoding based on the one presented in [14]. Two new mutation and one new
crossover operators have been developed in order to guarantee the existence of
high diversity in the population. As fitness function any internal cluster validity
measure can be used, for which the Calinski-Harabasz (CH) index [15] was cho-
sen. An experimental validation using real [16] and synthetic [17] datasets was
conducted, and the performance of ACGA was compared with the K-means and
FCM algorithms. ACGA outperforms these two classical methods, converging to
solutions with higher fitness function values.

The interest and motivation of this study have been provided in the intro-
duction. An overview of the GA approach describing the encoding scheme, and
genetic operators is presented in Section 2. Experiments and results are discussed
in Section 3. Finally, some conclusions are drawn in Section 4.

2 Overview of the GA Approach

In this Section a new GA approach for solving the automatic clustering problem
is presented. An encoding scheme based on [14] is used, and new genetic operators
(mutation and crossover) are developed.

Solutions represent different points in the search space, to which quality val-
ues are assigned, according to a pre-defined fitness function. The best B solutions
of the population are preserved, and pass to the next generation, thus endow-
ing the evolutionary process with a certain degree of elitism. A fixed number



of solutions is then selected to act as parents. Crossover is applied to the par-
ent chromosomes, originating new solutions, which are then subject to mutation.
The new population is evaluated, and this procedure is repeated until a stopping
criterion is satisfied.

Algorithm 1 shows the main steps of the GA. In the next Subsections, the
encoding scheme is described, as well as the procedures for generating the ini-
tial population, evaluating each solution, selecting the parent population, and
performing the crossover and mutation operators.

Algorithm 1: Pseudo-Code of the GA.
t < 0;
Generate initial population P(t);
Evaluate P(t);

while Stopping criterion not satisfied do
Select parent population P’(t) from P(t);

Apply genetic operators to P'(t) — P(t + 1);
Replace random solutions in P(t 4 1) with the best B solutions in
P(t);
Evaluate P(t + 1);
tet+1;
Result: Best solution (highest fitness value) of the population in the last
generation.

2.1 Encoding Scheme

In this work, we adopted an encoding scheme based on the one used in [14].
Each solution 7 is a fixed-length string represented by activation values A;; and
cluster centroids m;;,7 =1,..., Kyqe, Where K4, is the maximum number of
clusters defined by the user. Then, solution ¢ of the population is represented as:

‘mﬂ |m12| .. |mime‘

where A;; are activation values defined in the interval [0, 1]. An activation value
A;; larger than 0.5 means that the cluster with centroid m;; is active, i.e., it is
selected for partitioning the dataset. Otherwise, the respective cluster is inactive
in chromosome 3.

Since each centroid m;; is a d-dimensional vector, where d is the number
of features of the data, each solution is a string with total length equal to
Kpaw + dKpae. As an example, for a maximum number of clusters K4, = 3
and a dataset with d = 2 features, the string

0.1]0.8]0.6[[10]0.5]11]0.9]14]0.3]




represents a solution ¢ with two activated clusters with centroids m;e = [11,0.9]
and mi;3 = [14,03]

This encoding scheme has advantages over the more popular label-encoding,
where each position is an integer value corresponding to one cluster. These in-
clude the fact that it may lead to smaller solution vectors, in the presence of
large datasets, and solutions with isolated one-element clusters are more dif-
ficultly generated, since the labeling of each data point only depends on the
location of the centroids. However, this encoding has the disadvantage of requir-
ing one label to be assigned to each data point, before computing the fitness of
each solution. This is done by finding the active centroid closest to each point
(smallest euclidean distance).

2.2 Initialization of the Population

Each candidate solution in the population is initialized independently, with the
activation values and the cluster centroids initialized separately.

The Kqq activation values A;; are initialized as random values drawn from
the standard uniform distribution in the interval [0,1]. In order to guarantee
that each initial solution has at least 2 active clusters, a minimum of 2 activation
values are forced to be larger than 0.5.

For initializing the K4, centroids m;;, the interval in which the data points
are contained is determined. More specifically, for each dimension relative to
each feature, the minimum and the maximum values in the dataset are deter-
mined. Then, for each dimension, K,,,, random values are sampled from the
corresponding interval, originating K,,,, points that are the initial centroids.

The size of the population P (number of candidate solutions) is a user-defined
value.

2.3 Solution Evaluation

A quality measure is assigned to each solution, which is computed using a fitness
function. In this work we chose to define the fitness function as the Calinski-
Harabasz (CH) index [15], which uses the quotient between the intra-cluster
average squared distance and the inter-cluster average squared distance. For
solution s, CH(s) is computed as in equation (1):

N K
X; — mgl||2 — X — myg;|[?
;::1” | J;Xe%sjll ill N_K.
CH(s) = = )
> 2 X =mgll?
j=1 X€Cs;

where N is the number of objects X; in the dataset, mg is the centroid of the
dataset, K, is the number of clusters in solution s, and X are the objects in
cluster Cs; with centroid myg;. || - || denotes the L2 norm. Larger inter-cluster
distances and smaller intra-cluster distances lead to larger CH values, i.e., higher
quality solutions.
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Fig. 1. Example of the crossover between two parent solutions p; and pa, originating
two offspring ¢1 and c2. The solutions correspond to maximum number of clusters
Kiaz = 3 and d = 2 features.

Note that for one-cluster solutions, the term K, — 1 is substituted by 1, and
we have the relation

N K,
DX —ml P =" > (1X —mgll, (2)
i=1

j=1 X€eC,,

leading to a CH value of 0. Thus, it is not necessary to explicitly deal with
one-cluster solutions since they are automatically assigned a null quality value.

2.4 Selection of the Parent Solutions

Before applying the genetic operators, a set of parent solutions must be selected.
This is done in a tournament scheme by selecting P, random solutions from the
population and finding the one with the highest fitness, which will act as a parent
solution. This procedure is repeated P times, originating a parent population of
the same size as the original population.

2.5 Genetic Operators

The genetic operators should be suited to the encoding scheme. Their objective is
to ensure diversity in the population, such that better solutions can be produced
through the evolutionary process. In this work, one new crossover scheme is
presented, as well as two new mutation operators.

Crossover For each pair of parent solutions in the population crossover is
applied, originating two offspring. A binary mask of length K, is created,
where 1 occurs with a probability peross- The centroids in the parent solutions
corresponding to the positions in the mask with a unitary value are exchanged,
originating two children. Figure 1 shows an example of the crossover between
parent solutions p; and ps yielding offspring ¢; and cs.

Mutation Each solution produced by the crossover operator goes through a
mutation process. Two different types of mutation have been considered: muta-
tion in the activation values, and mutation in the centroids.
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(a) An example of the activation (b) An example of the centroid mu-
value mutation. tation.

Fig. 2. Examples of the two different types of mutation proposed in this work: mutation
in the activation values, and centroid mutation. The solution vectors correspond to
maximum number of clusters Kq. = 3, and d = 2 features.

Activation value mutation
Similarly to the crossover operator, a binary mask of length K,,,, is created,
where 1 occurs with a probability p,..¢. Let a be a user-defined parameter that
controls the perturbation of the activation values. For each unitary value in the
mask, a random value 7, is drawn in the interval [—a, a]. The activation value
in the corresponding position is modified by adding r,: Agj = A;j + ro, where
Aj; is the modified activation value.

If the resulting activation value A}; does not belong to the interval [0, 1], it

is forced to 0 or 1:
1 ifA. >1
g 1%
A” {0 if A;j <0 (3)

Figure 2(a) shows an example of the application of mutation to the activation
values. The centroid values remain unaltered, and only randomly chosen activa-
tion values, with probability p,,.¢, are altered.

Since the crossover operator does not influence the activation values, this
type of mutation is the only possible way to achieve diversity in the number of
clusters between solutions in consecutive iterations of the algorithm.

Centroid mutation
The mutation operator applied to the centroids is similar to the activation value
mutation, with the difference that the perturbation is a d-dimensional vector
created according to the range of values of each feature of the data points.

Let € be a user-defined parameter that controls the change in amplitude
of the centroids. For each dimension w of the data points, w = 1,...,d, let
Guw = hy — 1, be the difference between the largest value relative to feature w
found in the dataset, h,,, and the smallest value relative to the same feature, [,,.
By defining t,, = €g,, for each feature, a vector r. = [re1, ..., 7] can be created
by drawing random values 7, from the intervals [—t,, t,].

The centroids m;; that correspond to unitary values in the binary mask
(created as in the activation value mutation scheme) are modified by adding
the perturbation vector r.: mgj = myj + re, where mgj is the modified centroid.
Again, if the new centroid exceeds the boundary values of the data point values



in any dimension, it is forced to the corresponding boundary value:

he i ml, > he
m;jw:{l iFoml < o Vw=1d (4)
w ijw w

Figure 2(b) shows an example of the application of mutation to the centroids.
In this case, only randomly chosen centroids are altered.

The activation value mutation may drastically change the number of clusters
in a solution, originating child solutions considerably different from the parent
solutions. This may be undesirable, since it easily leads to solutions with signifi-
cantly lower fitness values. Thus, this type of mutation is applied less often than
the centroid mutation. The algorithm proceeds until either a maximum number
of iterations I,,4z, or a fixed number of iterations without improvement of the
best solution in the population I,; are reached.

3 Experiments and Results

In this Section, we compare the performance of ACGA with two classical cluster-
ing methods: K-means [4] and FCM [5]. Since these two methods require the user
to input the number of clusters, we performed the clustering for a varying number
of clusters, and chose the solution with the highest quality value, using the same
fitness function used in the GA (CH index). We tested for K = 2,..., Ky a4,
with Kpuee = 20, clusters. Experiments were performed using the datasets in
Table 1. The first three are synthetic datasets downloaded from [17], presenting
different degrees of cluster overlapping, as can be seen in Figure 3. The remain-
ing sets are real-life datasets, which were obtained from [16], and are commonly
used for the validation of clustering methods. The parameters refer to the orig-
inal labeling provided with the datasets. Table 1 shows the number of clusters
K, the number of objects N, and the number of features d for each dataset.
Moreover, the average intra-cluster and inter-cluster distances were computed.

Table 1. Description of the datasets used in the experiments. K is the number of
clusters, N is the number of data points, and d is the number of features.

Dataset |K| N |d| Avg Intra | Avg Inter | CH
Cluster Dist.|Cluster Dist.|value

S2 15(5000(2| 42294.60 182459.12 |12541

S3 10(3254|2| 54507.97 174914.69 | 5002

S4 15(5000{2| 55312.63 149595.93 | 5385
Iris 150 |4 0.67 2.15 486
B. Cancer| 2 | 638 |9 2.66 4.65 303
Seeds |3 210 |7 1.58 3.85 310
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Fig. 3. The three synthetic datasets used in the experiments, presenting different de-
grees of cluster overlapping. Colors are used to identify the clusters.

For each cluster, the intra-cluster distance is the mean of the distances of all
data points to the cluster centroid. The inter-cluster distance is computed as the
minimal distance between cluster centroids, for each cluster. Table 1 also shows
the CH value, computed using equation (1). For all the datasets, 20 independent
runs of each method were performed. Since K-means and FCM depend on the
initial clustering which is obtained by randomly sampling the dataset, and gen-
erating random membership values, respectively, slightly different results may
be obtained in different runs. For ACGA, the values in Table 2 were assigned to
the parameters described in Section 2. Table 3 shows the results obtained for all
the datasets in Table 1, using K-means, FCM, and ACGA. The last column of
Table 3 presents the values for the Adjusted Rand (AR) index [18], which is a
measure of agreement between two partitions and is frequently used in cluster
validation. We computed the AR index between the original labelings and the
ones obtained with each method. This index indicates how similar the partition
obtained is to the original one. For two random partitions, the expected value of
the AR index is 0, and its maximum value is 1, obtained when comparing equal
partitions.

By comparing the AR index in Table 3, it can be seen that ACGA gen-
erally outperforms both K-means and FCM. As an example, an AR value of

Table 2. User-defined values used in the experiments.

Maximum number of clusters, Kmax 20
Population size, P 40

No. of solutions chosen for parent selection, P, 3
Crossover probability, peross 0.3

Mutation probability, pmut 0.1

Activation value mutation parameter, o 0.1
Centroid mutation parameter, e 0.3

No. of elite solutions, B 4
Maximum no. of iterations, Imaz 5000
Maximum no. of iterations without improvement, I,,;|| 500




Table 3. Results obtained over 20 independent runs using ACGA, K-means, and FCM.
The first line of each dataset corresponds to the “ground truth” values in Table 1.

‘Dataset‘ Method ‘Avg. No. Clu.‘ Avg. Inter Cluster ‘ Avg. CH ‘ Avg. AR ‘
- 15 182459.12 12541 -
S2 ACGA | 15.000+000 | 183081.207+316.112 | 13461.5154+420.630 |0.937+0.003
K-means|16.967+1.426 |148383.088£10516.459(10658.228-+1697.369|0.8594+0.048
FCM |15.2334+0.430| 171068.182£5657.558 | 13106.3624+924.506 |0.926+£0.027
- 10 174914.69 5002 -
S3 ACGA |10.000+0.000| 177104.685+£420.960 | 6307.633+16.153 |0.806+0.003
K-means|10.267+£1.112 [173354.9514£15347.364| 5482.0444584.628 |0.73610.042
FCM |10.1334+0.434| 170345.561+9489.542 | 6091.281+387.783 |0.785+0.041
- 15 149595.93 5385 -
S4 ACGA |15.0004+0.000| 152034.821+£358.558 | 7865.943+12.925 |0.7244+0.003
K-means|15.933+1.460 | 138291.7414+7920.736 | 6788.132£605.469 |0.664+0.035
FCM |15.5674+0.626 | 141600.223+4524.683 | 7570.782+£339.299 |0.713+0.019
- 3 2.15 486 -
Iris | ACGA | 3.00+0.000 2.185+0.000 506.2974+0.000  |0.886+0.000
K-means| 3.067+0.450 1.9324+0.319 473.496+75.401 |0.791+0.158
FCM | 3.00£0.000 1.94040.000 506.297+0.000 |0.886+0.000
- 2 4.65 303 -
Breast | ACGA | 2.00040.000 11.793+1.117 1026.084+0.351 |0.847+0.004
Cancer |K-means| 2.000£0.000 13.816+0.000 1026.262+0.000 |0.846+0.000
FCM | 2.000+0.000 13.886+0.000 1023.939£0.000 |0.830+0.000
- 3 3.85 310 -
Seeds | ACGA | 3.000+0.000 3.107+0.153 329.1914+3.108 |0.704+0.012
K-means| 3.0004+0.000 3.988+0.000 328.2674+0.000 |0.706+0.000
FCM | 3.000+0.000 3.970+0.000 329.9184+0.000 |0.694+0.000

0.886 obtained for the iris dataset means that 6 data points were misclassified,
corresponding to 4%. The superiority of ACGA is clear by comparing the re-
sults obtained for all synthetic datasets, where both K-means and FCM failed
to partition the dataset in the correct number of clusters in every run. Figure 4
shows a partition of the S2 dataset obtained with the three methods, where each
cluster is identified by a color. Comparing the results to the original clusters
in Figure 3(a), it can be seen that our solution (Figure 4(a)) yielded the cor-
rect number of clusters, with only a few misclassified objects. K-means (Figure
4(b)) performed poorly since it was not capable of finding the optimal number
of clusters. FCM (Figure 4(c)) produced a result considerably better than K-
means. However, it still failed to correctly classify many data points. Moreover,
ACGA leads to smaller intra-cluster distances and larger inter-cluster distances,
and consequently larger CH values. Due to cluster overlapping, the CH values
computed using the original partitions (Table 1) are, in some cases, lower than
the ones obtained with ACGA. Also, it presents much smaller standard devia-
tions than both K-means and FCM, especially in the synthetic datasets. This
means that ACGA is capable of producing stable results, independently of the
initialization, converging to very similar solutions in different runs.
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Fig. 4. Results obtained for dataset S2 (refer to Figure 4) using ACGA, K-means, and
FCM. Clusters are identified by colors.

Table 4. Average number of iterations required to reach the results in Table 3.

Dataset S2 S3 S4 | Iris |B. Cancer|Seeds
Iterations||2936.5/2199.5|3316.0{15.6] 588.5 [353.3

Table 4 shows the average number of iterations necessary to achieve the
solutions in Table 3. The values were obtained by subtracting the number of
iterations without improvement of the best solution in the population, I,,;, to the
total number of iterations. It can be seen that for smaller and “well-behaved”
datasets, ACGA is fast and converges after a small number of iterations. For
larger datasets, such as S2, it requires approximately 3000 iterations.

Generally, using parameters such as the mutation probability that adapt
to the evolution of the algorithm is a good technique since higher diversity in
the population can be achieved, preventing the algorithm to get stuck in local
minima. Thus, we tested the influence of an increase in p;,,+ triggered by reaching
a certain number of iterations without improvement of the best solution in the
population. Results obtained with dataset S2 are shown in Figure 5(a), which
plots the average (blue) and maximum (red) quality of the population, as well
as the number of clusters of the best solution (black), in each iteration. It can be
seen that, despite increasing diversity in the population, applying mutation at
higher rates leads to a decrease in the average quality of population, which is clear
by observing the evolution in the last 500 iterations. Thus, we kept all parameters
fixed after a tuning process, and the algorithm behaves as depicted in Figure
5(b), where the average quality curve presents always the same pattern. The
maximum quality in the population does not decrease due to elitism: the best B
solutions in each generation pass to the next generation unaltered. This moderate
degree of selective pressure due to elitism contributed to improve the results
without reducing exploration. Also, the high population diversity is evinced by
the significant changes in the average fitness in consecutive iterations of the
algorithm. The curves show that significant changes in the maximum quality are
generally caused by changes in the number of clusters.
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Fig. 5. Evolution of the fitness and number of clusters of the solutions in the population
for dataset S2. The figures show the maximum (red) and average (blue) fitnesses of
the population, as well as the number of clusters of the best solution in each iteration
(black). Fitness values have been scaled by a factor of 1073.

4 Conclusion

We present a new GA approach, ACGA, for automatically finding the optimal
number of clusters in real and synthetic datasets, with different degrees of over-
lapping, and correctly assigning each data point to a cluster. It uses an encoding
scheme that, to the best of our knowledge, had never been incorporated into
GA. This required the development of new genetic operators that ensure diver-
sity in the population. ACGA does not require any information about the data,
and is able to outperform two classical clustering methods: K-means and FCM.
Experiments included three synthetic and three real datasets, and results show
that ACGA leads to partitions very similar to the original ones, requiring a small
number of iterations to converge.
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