
1 INTRODUCTION  

Echocardiography is a valuable non-invasive tool for 
imaging the heart and surrounding intrathoracic 
structures and is an essential way to diagnosis heart 
diseases. Concerning to the LV, the endocardial and 
epicardial boundaries are useful quantitative meas-
ures for various cardiac functions such as pressure-
volume ratio, ejection fraction and cardiac wall mo-
tion. To quantify these measures the contours of the 
LV should be extracted. The extraction of the LV 
boundaries by image processing techniques is a hard 
task inherent to the quality of the 2D images, namely 
due to their low spatial resolution, high level of 
speckle noise and myocardial boundaries poorly de-
fined. Of course that some of these problems are 
more or less pronounced according to the quality of 
the used equipment. 

Manual tracing of these borders requires an ex-
pert and besides, it is a time consuming and labour 
intensive task, when lots of images need to be ana-
lysed.  

Automatic boundary extraction from echocardio-
graphic images thus, appears as a clinical important 
need to produce most effective and reliable results. 
In spite of many researchers have attempted to iden-
tify the LV boundaries on 2-DE images, automati-
cally or semi-automatically [Melton 1983, Chu 

1988, Detmer, 1990, Setarehdan 1998], this goal still 
is a challenge. 

The LV contour extraction is based on the radial 
search-based approach where the intensity profiles 
along a set of equiangular radial lines emanating 
from the centre point of the LV are analysed. To im-
prove the robustness of the detection, an additional 
and complementary approach making use of parallel 
lines traced along with the small dimension of the 
LV will also be implemented. 

The volumetric reconstruction is based on filling 
an isotropic structure of voxels. Since a point can be 
located between voxels or a voxel can have more 
than one or none points, interpolation techniques are 
required. This tool allows the user to select three dis-
tinct interpolation processes: closest neighbour in-
terpolation, Gaussian Splatter method and Shepard 
method (inverse method of weighed distance). The 
last section of the paper deals with the application of 
3D images visualisations techniques. The user has 
three options: ray casting, isosurfaces and slicing. 

2 B-SCAN IMAGE ACQUISITION 

The 2D echographic images were acquired from an 
ultrasonic equipment from SonoSite (model: 
SonoSite Titan) with a conventional probe and a po-
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sition sensor attached to it. This sensor works as the 
receiver of an electromagnetic position sensor 
(MiniBIRD_Model 500). The images are visualised 
in real time, allowing the user to select them at the 
same time as he performs the scanning. Figure 1 il-
lustrates the front page of the application and Figure 
2 the acquisition process showing a 2D image of the 
heart called apical long-axis four-chamber view. 

 

 
Figure 1 First page of the user interface. 

 
When the user selects an image (B-scan) its posi-

tion and orientation is registered using the position 
sensor. This information is used to determine the po-
sitions and orientations of the B-scans with respect 
to the fixed transmitter. The following procedure 
consists of the calibration of the system. This is an 
important requirement for the freehand images col-
lection. 

 

 
Figure 2 A 2D image of the heart: apical long-axis four-
chamber view. 

3 CALIBRATION PROCEDURE 

Calibration implies the calculation of the position 
and orientation of the 2D images relating to the sen-
sor attached to the probe. The results of calibration 
(six parameters: three for position and three for ori-
entation) are used to calculate the correct position of 
each image pixel in a three-dimensional space, al-
lowing the volume reconstruction in an accurate 
way. This tool allows the calibration process being 
accomplished in two different ways: manual and 
automatic. In general, the calibration problem can be 

formulated by the following equation [Varandas 
2004]: 
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where the matrix 
P
TI denotes the transformation 

from B-scan image coordinates frame {I} to the po-
sition sensor on the ultrasound probe with coordi-
nates frame {P} (see ref. (Varandas 2004) for de-
tails). 

The transformation 
O
TP describes the relation be-

tween the position of the receiving sensor and the 
coordinates of the transmitter. The transformation 
M

TO represents the relation from the transmitter co-
ordinates to the coordinate frame on the scanned 
volume. The variables u and v are the column and 
row indices of the pixel in the B-scan image, and sx 
and sy are the corresponding scaling factors 
(mm/pixel). 

The calibration consists of the estimation of ma-
trix 

P
TI, matrix 

M
TO, and the coefficients sx and sy, 

according to Equation 1. From the 14 unknown pa-
rameters only eleven will be identified for which, 
there are many possible methods. The used system 
device is similar to the Cambridge phantom [Varan-
das 2004]. 

The technique is based on the scanning of the bot-
tom of a container with water where each acquired 
B-scan image has one line that represents the inter-
section of the ultrasound beam with the bottom of 
the container.  

The automatic procedure, use all acquired images 
in the parameters calculation, which could lead to a 
calibration less effective when the images present 
poor quality. On the contraire, the manual calibra-
tion could give best parameter values, since all bad 
images can be rejected. However, it is a very time 
consuming process when compared with the auto-
matic one. 

4 IMAGES SEGMENTATION 

For volumetric reconstruction of the ventricle cavity 
it is first necessary to extract its boundaries. In this 
work, we apply a method that is a combination of 
radial and parallel search-based edge detection. Be-
fore proceeding with its application, some image 
pre-processing is necessary to reduce the noise and 
enhance the edges of the ventricular boundary. Also 
the creation of a region of interest (ROI) will reduce 
the processing time. The ROI characterisation is 
made after a preview location of the cavity centre 



point. The results provided in this work were based 
on a manual centre point extraction. Considering 
that a reasonable number of images for volumetric 
reconstruction is about 25, this task is not too time 
consuming and, as an advantage, allows a much 
more precise reconstruction compared to an auto-
matic selection of the centre point. After the location 
of the centre point, the image is divided in two sec-
tions (left and right) both referenced to an axis pass-
ing by the central point as illustrated in Figure 3. 
These two sections are then divided in small rectan-
gular blocks. For each block a threshold is obtained 
using the Otsu's method [Otsu 1979]. Formulated as 
discriminant analysis, the method separates pixels 
into two classes (objects and background), by a 
threshold. The criterion function involves between-
classes variance (σb

2
) to the total variance (σt

2
), and 

is defined as: 
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All possible thresholds, through each selected block 
are evaluated in this way, and the intensity that 
maximizes this function is the optimal threshold. 

 

 
Figure 3 ROI selection. 

 
At the end of that operation the LV boundaries 

were clearly more pronounced, however, the con-
tours were not totally closed and additionally the 
cavities presented some noise. Some improvement 
was achieved by using morphological operations 
like dilation and erosion. The dilation operation adds 
pixels to the boundaries of objects in an image, 
while erosion removes pixels from object bounda-
ries. The number of pixels added or removed de-
pends on the size and shape of the structuring ele-
ment used to process the image. Based on this 
morphological operations it was performed the im-
age closure followed by the image opening with a 
square as a structuring element, thus, allowing that 
the location of the boundaries remain approximately 
at same positions (Fig. 4). 

As illustrated in Figure 4, it is obvious that the 
extraction of boundaries could still be erroneous due 
to some remaining noise observed into the cavity. To 
guaranty an unambiguous identification of LV 
boundaries by the combined method of radial and 

parallel search-based edge detection, an additional 
path in the algorithm was introduced. 

 

 
Figure 4 ROI after morphological operations: erosion and dila-
tion. 

 
That consisted of splitting the cavity in four quad-

rants and performing edge detection through each a 
quadrant line. This process, associated with the ap-
plication of a function of boundary tracing, permit-
ted to evaluate the LV contour though neither totally 
closed nor smoothed. This goal was reached by the 
radial and parallel edge detection approaching above 
mentioned. In the radial approach an ellipse, centred 
at the centre point of the ventricle, was used and the 
intensity profile extracted along its radials. This re-
sults in a high density of points in the upper and 
lower region of the ventricular cavity and much less 
points in the left and right sides. To reduce the un-
certainty in the LV walls detection a parallel ap-
proach was used, like the one shown in Figure 3. 
Here the intensity profiles were extracted along with 
the parallel lines from the central axis to the right 
and left sides. 

The next step consisted of the elimination of all 
points outside of the cavity region. Then we pro-
ceeded with the smoothing of the extracted LV edge 
points followed by the application of a cubic spline 
interpolation, as illustrated in Figure 5. 

 

 
Figure 5 Extracted boundary points and contour tracing. 

 
It is important to mention that the processed im-

ages were very noisy. Most of them presented ill-
defined boundaries making the reconstruction proc-
ess very laborious, as was demonstrated before. Of 
course that with images like the one shown in Figure 
6, obtained from a higher resolution echographic 
machine, procedures are easier, essentially due to the 



fact that LV boundaries present a very good contrast 
when compared with the cavity region. 

 

 
Figure 6 Application of the technique to higher quality images. 

 
The LV tracing points resulting from the segmen-

tation procedure, for each image, can be used by the 
application to create a mask. In the reconstruction 
path, the masks are very useful to produce a model 
of the left ventricular cavity. 

5 INTERPOLATION 

The volume reconstruction is based on filling an iso-
tropic structure of voxels (volume unit) with each 
voxel having an associated luminance level. To de-
termine this level it is necessary to identify the re-
gions of interest in the two-dimensional images (B-
scans) and localize them into the space. With the use 
of the information regarding to the coordinate posi-
tion and orientation of each pixel in the image it is 
possible to determine its position in the 3D space. 
However a point can be located between voxels or a 
voxel can have more than one or none points, so it 
becomes necessary to use interpolation techniques. 
These techniques rely on processes of constructing 
new data points with a specific attribute from a dis-
crete set of known data points in the same area or 
region. 

The developed application allows the user to se-
lect three distinct interpolation processes: closest 
neighbour interpolation, Gaussian Splatter method 
and Shepard method (inverse method of weighed 
distance). The interpolation method of the closest 
neighbour (implemented using vtkSurfaceRecon-
structionFilter) is based on the volume construction 
by identification of surfaces inside it [Hoppe 1994]. 
This interpolation surface corresponds to places 
were a function (that depends on the distance of 
points to the limit of the object) is equal to a con-
stant (f (x, y, z) = c). 

The Gaussian Splatter method (implemented us-
ing vtkGaussianSplatter) is based on the Gaussian 
distribution function. This interpolation technique 
uses the point data in a voxel structure and interpo-
lates these point attribute values with the voxels ac-
cording to the Gaussian distribution. The uniform 
Gaussian distribution centred at a point pi can be cast 
in the form [Shroeder & al 2004]: 
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where s = a scale factor ; f exponent scale factor; r = 
||p-pi|| is the distance between any point and the 
Gaussian centre point; and R is the radius of influ-
ence of the Gaussian. 

The Shepard method (implemented using 
vtkShepardMethod) is a weighted inverse distance 
interpolation technique, which attributes a weight to 
each point. For each voxel, it is calculated the dis-
tance to every point and the weight attributed is de-
pendent on that distance, thus, points that are closer 
have more weight decreasing then exponentially 
with the increased distance. Mathematically, given a 
set of points pi= (xi,yi,zi) and the function values 
Fi(pi), the new points can be interpolated using the 
equation [Shroeder & al 2004]: 
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6 VISUALISATION 

The visualisation of 3D images can be made by vol-
ume rendering, slicing or surface rendering. This 
tool allows the technician to visualise the voxels 
structure by implementing one of the following three 
options: ray casting, isosurfaces and slicing. 

6.1 Volume rendering 

In order to visualize a volume, the ray casting 
method which is based on the Blinn/Kajiya model 
[Watt&Watt 1992] is a technique widely used. It 
permits visualizing sampled functions of three spa-
tial dimensions by computing 2D projections of a 
colored semitransparent volume. It basically consists 
in casting a ray from a given position with a given 
direction, tracing rays from the view point into the 
viewing volume. In this model we have a volume 
which has a density D(x,y,z), penetrated by a ray R. 
At each point along the ray there is an illumination 
I(x,y,z) that comes from the light source and reaches 
the point (x,y,z). The intensity scattered along the 
ray depends on the intensity value on a reflection 
function or phase function P and on the local density 
D(x,y,z). Along the ray the density function and the 
illumination from the source are parameterized as: 

D(x(t), y(t), z(t)) = D(t) (5) 

I(x(t), y(t), z(t)) = I(t) (6) 

The illumination scattered along R from a point dis-
tance t along the ray is given by: 



I(t) D(t) P (cos θ) (7) 

where θ=angle between the ray and the light vector. 
The attenuation due to the density function along a 
ray can be calculated as: 
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where τ = proportionality constant between density 
and attenuation. The intensity of the light that arrives 
to the view point along the direction of R due to all 
the elements along the ray is given by: 
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The attenuation is represented in the view plane (2D 
image) using a correspondent colour. Thus each a 
pixel in the image plane has an associated colour ac-
cording to the interaction of the ray with the volume. 

Figure 7 shows a 3D image of the LV based on 
this method. The apparent no uniformity of the vol-
ume is a consequence of the free-hand technique. 

 

 
Figure 7 Volume visualisation of the LV. 

6.2 Isosurface 

Isosurfaces show 3-D scalar fields by drawing sur-
faces that represent points of constant values. The 
isosurfaces representation uses the Marching Cubes 
algorithm [William&Cline 1987] (implemented us-
ing vtkMarchingCubes) that is a divide-and-conquer 
approach to locate the surface in a logical cube cre-
ated from eight pixels. The values of the eight cor-
ners of the cube are used to determine how the sur-
face intersects this cube. To find the surface 
intersection in the cube, it is assigned a value ‘1’ to 
the cube's vertex if the data value at that vertex ex-
ceeds (or equals) the value of the surface to be con-
structed. These vertices are considered inside the 
surface. Cube vertices with values below the surface 
value receive a ‘zero’ and are considered outside the 
surface. The surface intersects those cube edges 
where one vertex is outside the surface and the other 
is inside the surface. With this assumption, the to-
pology of the surface within the cube is determined. 
In 3D space there are 256 different situations for the 
marching cubes representation but using rotations 

and symmetries they can be generalized in 15 fami-
lies. Figure 8 shows an isosurface for the left ventri-
cle. The left one is based on the automatic segmenta-
tion explained before and the right one is the result 
of a manual segmentation. 

 

 
Figure 8 Isosurface visualisation using Gaussian interpolation 
with automatic (left) and manual (right) segmentation. 

 
This application offers the possibility for the user 

to modify the isosurface level using a simple cursor. 
The visualized data is automatically updated and the 
operator can also obtain the volume value of the 
rendered object. The calculation of this value (im-
plemented using vtkMassProperties) is based on the 
discrete form of the divergence theorem [Alyassin 
1994]. 

6.3 Slicing 

Slicing allows the user to select different volume 
perspectives of the organ being studied. In practice 
this application allows us to perform cuts in the 3D 
volume. The user can automatically see the cuts in 
the three principal axes (x, y, and z) and it also pro-
vides the option of cutting an arbitrary plane. This 
arbitrary plane is selected using the cursor to change 
the plane orientation. This is important when par-
ticular region of the volume need to be analysed. All 
combinations of the four different cuts are permitted. 
These cuts are 2D images that have associated to 
each pixel a colour representation of the voxel inten-
sity that is cut by the plane. Figure 9 illustrates cuts 
along the three major axes and also along an arbi-
trary plane. 

 

 
Figure 9 Visualisation of the three plane cuts: along the three 
major axes (x,y,z) and an arbitrary plane. 



7 CONCLUSIONS 

The developed medical interface for echographic 
images presents as an important and valuable tool 
for a variety of clinical applications. Technicians are 
able to acquire and select the most important B-scan 
images in real-time, manipulate them and make 3D 
reconstruction in an acceptable time. Almost every-
thing related with the volumetric reconstruction of 
freehand 2D images can be done with this tool. This 
tool is dynamic being in continuous expansion for 
additional functions. 

It was demonstrated that the most difficult task 
associated with this application is the images seg-
mentation. The used technique, combining the radial 
and parallel search-based edge detection, has proved 
to be effective in the boundaries extraction even for 
the noisy and low quality images analysed. As also 
demonstrated, if images present good quality the ex-
tracted contours are significantly improved. 

This application was developed with the help of 
technicians giving valuable and important sugges-
tions in its construction. 
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