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Abstract. This paper proposes mMatch, a monocular SLAM pipeline
that, in contrast to current state-of-the-art feature-based methods, pro-
vides a dense Piecewise Planar Reconstruction (PPR) of the scene. It
builds on recent advances in planar segmentation from affine correspon-
dences (ACs) for generating motion hypotheses that are fed to a PEaRL
framework which merges close motions and decides about multiple mo-
tion situations. Among the selected motions, the camera motion is iden-
tified and refined, allowing the subsequent refinement of the initial plane
estimates. The high accuracy of this two-view approach allows a good
scale estimation and a small drift in scale is observed, when compared to
prior monocular methods. The final discrete optimization step provides
an improved PPR of the scene. Experiments on the KITTI dataset show
the accuracy of mMatch and that it robustly handles situations of multi-
ple motions and pure rotation of the camera. A Matlab implementation
of the pipeline runs in about 0.7 s per frame.
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1 Introduction

Monocular Visual Simultaneous Localization and Mapping (vSLAM) is the pro-
cess of estimating the camera position and orientation while building 3D maps
of the environment, from a single camera. Although there has been intensive
research on this topic, current methods still face several challenges and diffi-
culties, including (i) presence of outliers, (ii) dynamic foregrounds and pure
rotation of the camera, (iii) large baselines, (iv) scale drift, (v) density of 3D
reconstruction, and (vi) computational efficiency. Nowadays, existing methods
for monocular vSLAM follow two distinct approaches: feature extraction and
direct image alignment. Each paradigm is effective in solving some of these
challenges but, to the best of our knowledge, there is no monocular vSLAM
algorithm that is able to tackle all these issues. While feature-based methods
work on top of extracted features and are usually robust to outliers by applying
RANSAC-based schemes [11], direct methods perform whole image alignment
and cannot handle outliers [19, 4, 2]. Moreover, the former work with wide base-
lines and provide sparse reconstructions, as opposed to the latter that require
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(b) PEaRL (0.22 s) (¢) T-Linkage (7.67 s)

(a) Img. pair w/ matched ACs  (d) PEaRL (4.36 s) () Affinity Prop. (0.20 s)

Fig.1: Plane segmentation problem solved using different methods: (b)
PEaRL [14] with 300 homography hypotheses, (¢) T-linkage [18] with 300 hy-
potheses, (d) PEaRL with 5000 hypotheses, and (e) affinity propagation [7]. The
computational times of PEaRL and T-linkage hamper real-time performance.
On the contrary, affinity propagation is fast and is able to detect all the planes
present in the image. Red points correspond to outliers.

small baselines, which is typically accomplished by high frame rates that tend
to limit image resolution, and provide dense scene models. All feature-based
methods [3,15] perform tracking and mapping as separate tasks. This greatly
reduces the complexity of the problem, allowing them to work in real-time. On
the other hand, direct methods such as [19, 20] compute dense depth maps using
variational approaches which are computationally expensive and require power-
ful GPUs to achieve real-time performance. Only recently, direct methods that
estimate semi-dense depth maps have been proposed [5,4, 2], allowing real-time
operation on a CPU. Most feature-based monocular methods assume there is
significant camera translation and that the scene is mainly rigid for applying
epipolar geometry. However, there might be situations where this does not hold
and a scheme to robustly estimate the camera motion is desirable. Both direct
and non-direct methods perform poorly in the presence multiple motions and
tend to drift in scale. While there is no explicit solution for the first problem
in the state-of-the-art, the last issue is typically solved using prior information
such as the height of the camera [11,23] or the existence of loop closures for
performing global optimization [4].

The advantages of using planes as opposed to point features has been demon-
strated by recent work on Structure-from-Motion (SfM) with a stereo cam-
era [21]. Performing PPR in monocular sequences has never been much explored
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due to the difficulties in detecting planes without knowing the camera motion.
One possibility would be to use an hypothesize-and-test framework, such as
RANSAC, to fit homographies, but this lacks robustness and is time consum-
ing [14]. Other greedy methods such as J-linkage [24] or its continuous relaxation
T-linkage [18] could also be used but they still suffer from low computational ef-
ficiency (Fig. 1c). An alternative would be to use discrete optimization to replace
greedy methods by a global scheme such as PEaRL [14] but, although there are
improvements, the results are still not satisfactory (Figs 1b and 1d).

Recent work using affine correspondences (ACs) [22] has shown that it is pos-
sible to establish necessary conditions for two ACs to belong to the same plane.
The authors define an error metric that allows to quickly segment ACs in planes,
without the need to generate homography hypotheses as in hypothesize-and-test
approaches. We build on this recent advance and propose a complete vSLAM
pipeline that relies on plane features, named wMatch. ACs are extracted and
quickly clustered into coplanar regions using affinity propagation [7] (Fig. le)
based on the new metric. For each plane cluster, a fast, robust scheme estimates
the corresponding homography, which is decomposed into two solutions for rota-
tion R and translation t (Section 2.1). The obtained motion hypotheses are used
as input to a PEaRL formulation that merges close motions and decides about
multiple motion situations (e.g. dynamic foreground, pure rotation of camera,
etc) (Section 2.2). Given the refined camera motion, the initial plane hypotheses
are also merged and refined in a PEaRL framework, and, as an option, used as
input to a standard Markov Random Field (MRF) formulation [8,1] for dense
pixel labeling and subsequent PPR, (Section 2.3). This two-view pipeline is ap-
plied to each image pair, providing camera motion estimations up to scale. As a
final step, we use a fast scheme for scale estimation based on the minimization
of the reprojection error that benefits from the high accuracy in the estima-
tion of R and t. This is followed by a discrete optimization step for improving
the final PPR of the scene (Section 4). tMatch makes considerable advances in
handling the aforementioned difficulties, being advantageous with respect to the
state-of-the-art methods (Table 1).

2 Two-view SfM and PPR using wMatch

We propose mMatch, a Structure-from-Motion framework that is able to auto-
matically recover the camera motion and a PPR of the scene from a monocular
sequence. For each image pair, ACs are extracted and used for computing the
error metric of compatibility between two ACs and an homography proposed in
[22]. These measures of similarity between pairs of ACs are used for segmenting
planes by affinity propagation (AP) [7]. A robust MSAC scheme [25] is then
applied to each cluster for filtering out outliers. This step provides a plane seg-
mentation and a set of motion hypotheses, from which the ones present in the
image pair are selected in a PEaRL [14] framework. The dominant one, which
is assumed to be the camera motion, is identified and refined. Another PEaRL
step is applied for plane merging and refinement, and a final standard MRF [1,



4 C. Raposo and J. P. Barreto

Table 1: Advantages of the proposed method mMatch over existing feature-based
and direct methods.

Feature-based Direct wMatch
Robust to outliers + - +
Dynamic foreground/pure rotation - - +
Wide baselines + - +
Scale drift problem Camera height| Loop closure| No priors
Model density - + +
Computational efficiency Real-time | Parallelizable| Near real-time

8] can be used for dense pixel-labeling. Fig. 2 shows the sequence of steps of
the proposed pipeline. The next subsections detail each building block using the
image pair of Fig. 1 as an illustrative example.

2.1 Generation of Motion Hypotheses

An AC consists in a point correspondence (x,y) across views and a non-singular
2 x 2 matrix A that maps image points surrounding x into image points in the
neighbourhood of y, with

x=[eras] "y = [y ye] A= [Z;Zj (1)

Recent research on ACs [22] has shown that 2 ACs, (x,y,A) and (z,w,B),
must satisfy 4 conditions in order to be compatible with the same homography:

(w—y)"PA(z — x) = 0
(w —y)TPB(z — x) = 0

S=

st+agbs—asbs —(a1bs—asby)
s—(a1bg—aqby)

asby—asbo

} (w=y)

[—a2+bs a1—bi](w—y)—(ai1ba—azb1)(x1—21)

= 0, with . (2)

01
and P = {1 0}

The authors devised an error metric from this result, which was validated in a
plane segmentation experiment. Following this idea, for each pair of ACs, we
compute an error metric by taking the average of the errors obtained for each
condition, which are the values of the expression on the left-hand side of each
equation in the system of equations 2. For C' ACs, this results in a C'x C' matrix of
similarities between pairs of ACs, which is fed to an AP method [7] for clustering
the ACs into scene planes. Since all data points are assigned to a cluster, the
obtained segmentation contains outliers. Moreover, there are cases in which AP
tends to oversegment, providing several clusters that correspond to the same
scene plane. This is shown in Fig. 3a, where the ground plane is segmented into
3 different clusters and there are data points incorrectly labeled.
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Fig. 2: Pipeline of the proposed method mMatch for two-view SfM and PPR. ACs
are used for segmenting the scene into planes and providing motion hypotheses.
The existing motions are selected in a PEaRL framework, and the dominant
one is identified and refined. Plane hypotheses are generated from the clustering
result and the refined motion, and PEaRL is again used for plane segmentation
and refinement. A standard MRF scheme can be used for dense pixel-labeling.

In order to filter out outliers, each cluster is used as input to a MSAC frame-
work for homography estimation. We consider the minimal set of 2 ACs for gen-
erating homography hypotheses as proposed in [22], which provides a speed-up
of approximately 3x when compared using a 4-point minimal set of point corre-
spondences. Also, since each MSAC is performed for each cluster independently,
they can run in parallel, significantly speeding up the process.

The output of this MSAC step is a set of homographies and corresponding
outlier-free clusters (Fig. 3b). Decomposing each homography yields two solu-
tions for the camera rotation R, translation t, and plane n, up to scale [17].

2.2 PEaRL for Motion Selection

Cases in which the camera motion is a pure rotation must be correctly identified
since nor the scene planes neither the scale of translation can be recovered, and
schemes must be devised to overcome this problem (Section 4). The previous
step of the pipeline outputs N outlier-free clusters and 2N motion hypotheses.
Firstly, the motions that correspond to pure rotations are identified. This is done
by considering the corresponding homography H and computing the distance
between the identity matrix | and the matrix HHT. We opted to use metric @,
proposed in [13] for computing this distance as it is the most computationally
efficient. Homographies for which this distance lies below a pre-defined threshold
are decomposed and only the rotation component is considered by setting t = 0.

There may be more than one motion present in the image due to moving
objects in the foreground. In case these objects are planar, they will be identi-
fied by the plane segmentation step of the pipeline. Thus, a scheme to decide
which planes correspond to rigid structures is required. We propose to solve this
problem by selecting the motions present in the image in a PEaRL framework,
and afterwards identifying the camera motion. The motion selection task can be
cast as a labeling problem where the nodes of the graph are the point correspon-
dences p, to which a label I, must be assigned. The label set £ = {{Ro,To}, s}
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(d) Plane merging (e) MRF and 3D model

Fig. 3: Results for the image pair in Fig. la after each step of the pipeline. (a)
AP tends to oversegment and does not identify outliers. (b) A robust scheme
is required for filtering each cluster. (¢) The best motion hypothesis is selected
and (d) plane segmentation is performed, where the original plane hypotheses
are merged. (e) mMatch provides an accurate 3D model of the scene from only
two views. Colors across images identify planes. Outliers are shown in red.

consists of the set of motion hypotheses {Rg, To} and the discard label ly. This
labeling problem is solved by minimizing an energy function E defined by

E()=> Dpllp)+As > wpqdllp #lg)+ Arlli] (3)
p (p,a)eN

Data term Smoothness term

Label term

where Ag and Ay, are weighting constants, 1 is the labeling being analysed, N is
the neighbourhood of p, weights wpq set penalties for each pair of neighbouring
data points p,q, and ¢ is 1 whenever the condition inside the parentheses is
satisfied and 0 otherwise. The data term Dy, is defined as the symmetric transfer
error (STE) [12] if the label corresponds to a pure rotation and the Sampson
distance [12] otherwise. Two nodes p and q are neighbours if they belong to the
same cluster from the set of clusters provided by the MSAC step (Section 2.1).
We set wpq = 1, meaning that an equal penalty is set to all neighbours. This
definition of neighbourhood forces points belonging to the same scene plane to
be assigned the same motion label. Finally, the label term forces the algorithm
to use as few motion hypotheses as possible. Due to the small size of the label
set (typically 8-14 motion hypotheses), this discrete optimization step is very
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Fig. 4: Image pairs with the extracted ACs for 4 different scenarios: 1 - normal
motion, 2 - dominant dynamic foreground, 3 - static camera/pure rotation, and
4 - four motions besides the camera motion. Examples 1 to 3 are from the KITTI
dataset [10, 9] and Example 4 is from the Hopkins dataset [26]. mMatch is applied
to each scenario and the results are shown in Figs 5 and 6.

fast. Fig. 3c shows that the algorithm selected only one motion and some points
were assigned the discard label ly. If more than one motion is chosen, the one
to which more clusters are associated is selected as the camera motion. In case
this is satisfied by more than one hypothesis, the one to which more points were
assigned is considered. The camera motion is finally refined with the selected
inliers in a standard bundle adjustment with point correspondences.

2.3 Plane Refinement and PPR

Having the refined camera motion, the final step of the two-view pipeline is
to merge and refine the initial plane hypotheses obtained from the AP step.
This can only be done if the camera motion is not a pure rotation. Otherwise,
the algorithm stops. For each cluster associated to the camera motion, a plane
hypothesis is generated by reconstructing its points and finding the 3D plane
that best fits the point cloud by linear least squares. From the set of plane
hypotheses Py, the objective is to find the minimum number of planes that best
describes the scene. Similarly to Section 2.2, this task can be cast as a labeling
problem where the goal is to assign each point p to a label from the label set
P = {Po,lp}. Again, this is solved by minimizing an energy function E defined
as in Equation 3, where the data cost is the STE obtained for the homographies
computed using the refined camera motion and the plane hypotheses. In this case,
our set of neighbours (p,q) € NV is determined by a Delaunay triangulation of
points to account for possible small errors in the initial plane segmentation. The
weights wpq are defined as the inverse distance between points p and q because
closer points are more likely to belong to the same plane. Fig. 3d shows that
the three initial plane hypotheses belonging to the ground plane were correctly
merged into one plane, allowing its proper estimation. Also, some incorrectly
labeled points in the MSAC stage (Fig. 3b) were now assigned the correct label.



8 C. Raposo and J. P. Barreto

Each selected plane is then refined in an optimization scheme that minimizes the
STE. Since each plane is refined independently, this procedure can be performed
in parallel, providing a significant speed-up. As a final step, a dense pixel labeling
can be obtained using a standard MRF formulation [1, 8]. Fig. 3e shows that the
proposed method is able to provide an accurate and visually pleasing dense PPR
from only two views.

3 Two-view Experimental Results

In this section, we apply the proposed two-view pipeline to 4 different example
scenarios (Fig. 4) and show the obtained results after each step. The first three
examples were selected from the KITTT dataset [10, 9] and illustrate cases of nor-
mal motion, dominant dynamic foreground caused by a large vehicle moving, and
static camera. The last example is the situation of a moving camera observing
multiple planar motions, and was selected from the Hopkins dataset [26].

In all experiments, affine covariant features were extracted with the Difference
of Gaussians operator using the VLFeat library [27]. We limit the number of
extracted ACs to approximately 500 for computational efficiency. We used the
publicly available implementations of AP [6] and graph cut optimization [28] for
the PEaRL steps. The estimations of the relative rotation R and translation t up
to scale are compared with the ground truth Rgr and tgp. The error in rotation
(er) is quantified by the angular magnitude of the residual rotation RTRgr and
the error in translation ey is defined as the angle between vectors t and tgr. In
all experiments, red points correspond to outliers.

Fig. 5 shows the outcome of each step of the pipeline for the KITTI image
pairs. The first example corresponds to the most common scenario of a moving
camera and static scene. AP initially segmented the scene into 7 clusters which
were then merged into 6 clusters corresponding to different scene planes. Not
only the larger planes corresponding to the ground and building fagade were re-
covered, but also the smaller orange plane was accurately estimated, as shown in
the 3D model of Fig. 5b. Moreover, the camera motion was accurately estimated:
er = 10e—3°, ey = 1.2°.

Example 2 illustrates the case of dominant dynamic foreground, where AP
detects 5 different clusters, 2 of which correspond to the moving vehicle. The
PEaRL step described in Section 2.2 correctly detects two motions in the image,
where the one to which more clusters are associated is selected as the camera
motion. After refinement with the inliers (magenta points in the third row) the
rotation and translation errors are eg = 14e—3° and ey = 0.98°, respectively. 3
planes are then segmented in the image, with the remaining points being labeled
as outliers. A final 3D model of the scene is shown in Fig. 5b, where it can be
seen that even the faraway plane corresponding to building fagade is accurately
estimated. VISO2-Mono uses a scheme for detecting if the camera motion is
too small, providing the identity matrix as the result for the camera motion in
those cases. For this image pair, although the true translation has a norm of
lltar|| = 46.4 ¢cm, VISO2-Mono identified this case as small motion and did



mMatch: Monocular vSLAM and PPR using Fast Plane Correspondences 9

Example 2 ‘ Example 3

|

AP

Planes Motion MSAC

MRF

(b) Final 3D model

Fig.5: (a) Results obtained after each step of the proposed pipeline for the first
3 scenarios in Fig. 4. Since scenario 3 corresponds to a static camera, the planes
cannot be estimated and thus the last two steps are not performed. (b) PPR
obtained for scenarios 1 and 2.

not provide an estimation. By increasing the threshold, we forced VISO2-Mono
to estimate the camera motion and observed that it selected many points on
the moving vehicle as inliers, providing a poor estimation of the camera motion:
er = 1.99° e; = 77.9° and [[t|| = 11.1 m.

The third example corresponds to the case of static camera. In fact, there is
a residual rotation which allows the scene to be correctly segmented into planes
and the camera rotation to be accurately estimated (eg = 40e—4°). However,
since the translation component is negligible, it is not possible to estimate the
scene planes. By forcing VISO2-Mono to provide an estimation for the camera
motion, poor results were obtained: eg = 0.03°, e¢ = 26.0° and ||t|| = 69.3 cm.

Fig. 6 shows example 4 that consists in a moving camera observing 4 different
planar motions. It can be seen that 7 clusters were initially segmented, and 5
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Fig. 6: Results obtained for the scenario of presence of multiple motions in Fig.
4. The dominant motion is selected as the one which has the largest number
of associated clusters, which, in this case, does not correspond to the camera
motion. This leads to the segmentation of only one plane in the last step of the
pipeline, and all remaining correspondences being assigned as outliers (red).

Table 2: Computational times on a Intel Core i7 3.4 GHz

AC extraction| Metric computation |Homography| Motion Plane || Total
& matching |& affinity propagation| MSAC |segmentation|merging
02ls | 0.20 s | 008s | 007s |0.09s [0.65s

different motions were correctly detected by the PEaRL framework described
in Section 2.2. Since the larger plane was initially segmented into two clusters,
its motion is incorrectly identified as the camera motion and only this plane
is segmented in the final step. In this case, the rigid structure has little image
support, so a more sophisticated scheme for identifying the camera motion is
required. A possibility would be to used temporal consistency as proposed in [16].

Table 2 shows the computational times of each step of the proposed pipeline.
Except for the C++ implementation of the graph cut optimization [28], the rest
of the algorithm is implemented in Matlab. We believe that a C++ implemen-
tation of the whole algorithm would allow it to reach a frame rate of 5 — 10 fps.

4 vSLAM Pipeline

In this section we describe our proposed method wMatch that takes as input a
sequence of images and outputs the camera motions and a PPR of the scene. We
presented in Section 2 a two-view pipeline that takes as input a pair of images
and outputs the camera motion, with the translation estimated up to scale, along
with the PPR of the scene. In order to be able to work with image sequences,
the relative scale of translation between motions must be estimated.

For every two consecutive motions (R;,t;) and (R;+1,t;+1), where (R;,t;) is
the motion between frames ¢ and i+1, the scale of translation SZ"H is estimated
by fixing the norm of t; and computing the new translation vector s§+1ti+1. We
consider point tracks between frames i and 742 and start by reconstructing the
3D points in frames ¢ and i+1 using motions (R;,t;) and (R;41,%;4+1), respec-
tively. We consider as inliers the 3D points whose reprojection error lies below
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Fig.7: The two-view pipeline described in Section 2 is a applied to each new
image pair and its scale is estimated. This allows to select the best planes across
multiple views in a PEaRL framework. An important advantage is the backprop-
agation of planes: the fronto-parallel plane corresponding to the building fagade
(cyan in the output images) is correctly detected in the incoming image and
backpropagated to previous images. Colors identify planes in the output images.
Red identifies outlier points.

a pre-defined threshold. We observed that the accurate estimation of the rota-
tion and direction of translation allows a good selection of inliers. The two sets
of reconstructed 3D points X; and X,;;; correspond to the same scene points
represented in different reference frames. Thus, using motion (R;, t;), X; can be
represented in reference frame i+1, and scale sé“ is initialized by taking the
median of the element-wise ratio %7 where X! = R;X; +t;. Scale sﬁﬂ is then
refined by minimizing the maximum reprojection error of the 3D points X/ in
frames i+1 and i+2, computed using motion (R;41, S§+1ti+1):

L i+l gi+2y)2
st = mi?z (max(d;™, di%))", (4)
ik

i

where d}, is the reprojection error of point k in frame i. Due to the good selection
of inliers, this procedure provides accurate results. Also, since we only optimize
one parameter, the computational time of this refinement step is very low (ap-
proximately 18 ms in our experiments). For images in which the camera motion
is a pure rotation, the scale is not estimated. When the camera resumes the
movement, the scale is determined using the new motion and the previous one
which was not a pure rotation. This scheme allows the relative scale information
to be kept through the whole sequence.

The last step of the pipeline concerns the refinement of the piecewise planar
structure by selecting the best planes across multiple frames. This is an adap-
tation of the discrete optimization step proposed in [21] for stereo sequences,
where the authors propose to refine the camera motion and the PPR in a PEaRL
framework by considering multiple stereo pairs simultaneously. In this case, for
the sake of computational efficiency and since both the camera motion and the
planes have already been refined, we propose to include a final discrete opti-
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mization step in a sliding window approach for improving the overall PPR. As
explained in [21], optimizing over multiple frames allows the backpropagation
of planes, significantly improving the accuracy and visual perception of the 3D
model. Fig. 7 depicts this advantage, where it can be seen that the fronto-parallel
plane of the building fagade is detected in the new image and backpropagated
to the previous one, providing a much more realistic 3D model.

We formulate this discrete optimization as a labeling problem where the goal
is to minimize an objective function F defined as

EM)=> > Dpillp)+As > > wpiqid(lp: #lg)+ Arlla| . (5)
- - P \"p = P'q p q

= ,
p',q)eN Label term

Data term Smoothness term

where the label set is the union of the planes detected in each image pair ¢
separately (£ = {lJ, II,lp}), the nodes p’ are the point correspondences in all
images ¢ and Ag: and A are weighting constants. We use the refined motions
R, t;, sﬁ+1 to represent the planes in the label set in all reference frames i and
compute the STE for defining the data cost Dpi. The neighbourhood N’ is
defined by Delaunay triangulation of the points in each image i. We also define
as neighbours the points p* and q° that correspond to the same point track, and
set the weight wpiq: to a large value in this case. This forces points belonging
to the same track to be assigned the same label across frames. The remaining
weights wpiqi are the inversely proportional to the distance between p* and q'.
In our experiments, for a sliding window of 5 frames (4 camera motions) this
optimization took around 50 ms.

5 Large-Scale Experiments

This section reports experiments on 4 sequences of the KITTI dataset [10,9]
performed with the monocular method VISO2-Mono [11], the stereo method
VISO2-Stereo [11], and our proposed method mMatch. Fig. 8 shows the results
obtained for the 3 methods, with the errors being quantified using the error
metric described in Section 3 and the metric proposed in [11].

The first observation is that, when compared to the other monocular method
VISO2-Mono, our method is far more superior in the estimation of rotation and
translation. Regarding the scale estimation, while VISO2-Mono uses information
about the height of the camera, mMatch does not make any prior assumptions
and still significantly outperforms this method. Moreover, another important
observation is that for the 3 shortest sequences, mMatch also manages to out-
perform the stereo method VISO2-Stereo, begin particularly more accurate in
the estimation of the rotation. This demonstrates the effectiveness of our pro-
posed motion hypotheses generation and selection scheme.

Regarding the 1100-frame sequence, the trajectory makes it evident that
VISO2-Stereo outperforms our method. However, from the boxplots showing
the individual rotation eg and translation e errors, it can be seen that wMatch
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Fig.8: Results obtained on 4 sequences of the KITTI dataset [10,9] using the
monocular method VISO2-Mono [11], the stereo method VISO2-Stereo [11], and
our proposed monocular method m7Match. The bar plots and caption (b) show
the average rotation and translation errors computed using the metric proposed
in [10]. The boxplots show the distribution of rotation (eg) and translation (ey)
errors computed for each image pair.

provides more accurate estimations, leading to the conclusion that the reason
for the overall inferior performance of our method is some inaccuracy in the
scale estimation. We observed that the estimation of the scale is frequently very
accurate, and only fails in few cases. Due to the propagation of error, one poorly
estimated scale will influence all subsequent ones, which does not happen in
stereo methods. In order to illustrate this fact, we show in Fig. 8b the trajectories
for the same sequence after removing the first 300 frames, where it can be seen
that the mMatch outperforms VISO2-Stereo. For this sub-trajectory, VISO2-
Stereo provided an error of 23e—3 °/m in rotation and 2.55% in translation while
our method was more accurate: 50e—4 °/m in rotation and 1.96% in translation.

In Fig. 9, the PPR obtained for the 268-frame sequence demonstrates not
only the accuracy of our method but also the importance of the last discrete op-
timization step, where the best planes across multiple frames (5 in this case) are
selected. Since we are simply concatenating the individual PPRs for each image
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Fig.9: PPR of the 268-frame sequence in Fig. 8a. A proper alignment of the
individual PPRs of each image pair is observed, confirming the good quality of
the scale estimation step. Some areas are shown in greater detail.

pair, the final 3D model would be visually significantly worse if this optimization
stage had not been used. This experiment shows that 7Match performs accurate
vSLAM and dense PPR from monocular sequences, significantly outperforming
the monocular method VISO2-Mono, and also being superior in the estimation
of rotation to the state-of-the-art stereo system VISO2-Stereo.

6 Conclusions

We describe the first feature-based pipeline for vSLAM and dense PPR from
a monocular sequence. It works by extracting ACs and employing a recently
proposed error metric [22] for detecting scene planes. These planes are used for
generating motion hypotheses that allow not only the accurate estimation of the
camera motion, but also of other motions present in the image, in a PEaRL
framework. The refined camera motion and initial plane hypotheses are used
in another PEaRL scheme, yielding good PPRs of the scene from two views.
The extension to longer sequences is done by estimating the scale between every
two consecutive image pairs, and a final discrete optimization step allows the
exchange of planes between frames, providing improved PPR results. The final
experiment shows that scale drift may occur due to a few poor estimations of the
scale of translation. As future work, we intend to devise a method to overcome
this problem by making use of the detected planes. The idea is that since planes
are more constant over time than points, using plane correspondences across
frames could significantly reduce the scale drift. The total execution time of
wMatch mainly implemented in Matlab is approximately 0.72 s. We will imple-
ment a C++ version of the pipeline, which we expect to run in about 5—10 fps.
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